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Cosmological	  informa7on 	  	  

Cosmological	  informa9on	  comes	  from	  two	  sources:	  
	  
Geometry:	  tracing	  the	  
expansion	  history	  
	  
Growth	  of	  large-‐scale	  
density	  fluctua9ons	  



Cosmological	  probes	  from	  large	  galaxy	  surveys 	  	  

•  Supernovae	  
•  Gravita9onal	  Lensing	  
•  Large-‐scale	  structure	  (BAO)	  
•  Galaxy	  Clusters	  



Ongoing	  and	  upcoming	  op7cal	  surveys	  

Photometric:	  
•  DES:	  Dark	  Energy	  Survey	  	  
•  PanStarrs:	  Panoramic	  Telescope	  and	  Rapid	  Response	  System	  
•  KIDS:	  Kilo-‐Degree	  Survey	  
•  HSC:	  HyperSuprime	  Cam	  
•  LSST:	  Large	  Scale	  Synop9c	  Telescope	  

Spectroscopic:	  
•  BOSS:	  Baryon	  Oscilla9on	  Spectroscopic	  Survey	  
•  MS-‐DESI:	  Mid-‐Scale	  Dark	  Energy	  Spectroscopic	  Instrument	  



1x1	  deg2	  field	  of	  view	  
	  
~50,000	  galaxies	  
in	  this	  image	  
	  

Basics of photometric surveys 



Basics	  of	  photometric	  surveys	  

•  Collect	  light	  from	  galaxies	  in	  
several	  broad-‐band	  filters	  in	  
op9cal	  and	  near-‐IR.	  

•  E.g.	  grizY	  (DES)	  +	  JK	  (Vista)	  
•  Use	  flux	  in	  each	  filter	  to	  

determine:	  	  
-‐  type:star/gal./QSO	  
-‐  gal.	  type:	  spiral,	  

ellip9cal,	  …	  
-‐  (photometric)	  redshia	  

•  Also	  have	  angular	  and	  shape	  
informa9on	  

magnitude	  =	  A	  –	  log(flux)	  
color	  =	  magnitude	  -‐	  magnitude	  

Terminology:	  



Need	  redshi.s 	  	  

•  Spectroscopic	  or	  photometric	  redshias	  (photo-‐zs).	  
	  
	  
	  
	  
•  For	  large	  surveys	  such	  as	  DES,	  PanSTARRS	  and	  LSST,	  photo-‐zs	  

are	  the	  only	  op9on	  (besides	  cross-‐correla9on	  techniques).	  
	  

Accurate	  but	  
expensive	  

Innaccurate	  
but	  cheap	  



Redshi.	  issues	  



•  Probe	  strong	  
spectral	  features	  
(4000	  Å	  break)	  

•  Flux	  in	  each	  filter	  
depends	  on	  galaxy’s	  
type	  and	  redshia.	  

Basics	  of	  photo-‐zs	  
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Figure 14: Variance in red (left panel) and blue star-forming (right panel) galaxies. The solid curves show the
composites of galaxies classified according to the refined colour classes (redder to bluer). The shaded areas represent
the 0.5σ (red galaxies) and 1σ (blue galaxies) variations about the average. See the online edition for a colour version
of this plot.
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Figure 15: Comparision of the various averaging methods for red galaxies with measured Hα. We plot the spectrum
in the top panel for reference. The middle panel shows the difference between the robust average and the normal
average and the median, respectively. The bottom panel shows the number of spectra used to determine the averages
of the wavelength bins.
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•  A	  difficulty	  is	  that	  there	  is	  a	  
distribu9on	  of	  spectral	  
types.	  

•  Galaxy	  spectra	  =	  sum	  of	  
stellar	  spectra	  

	  
•  Stellar	  spectrum	  ≈	  

blackbody	  spectrum	  +	  
absorp9on	  and	  emission	  

Basics	  of	  photo-‐zs	  

0.2

0.4

0.6

0.8

1.0

1.2

1.4

4000.0 5000.0 6000.0 7000.0 8000.0

F
λ
[A

D
U
]

λ [Å]
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Red	  Galaxies	  

Blue	  Galaxies	  



Basics	  of	  photo-‐z’s	  

Two	  classes	  of	  methods:	  
•  Template-‐fiPng:	  compare	  

observed	  fluxes	  with	  predicted	  
fluxes	  from	  library	  of	  galaxy	  
spectra.	  

	  
•  Training	  set:	  use	  subsample	  

with	  known	  redshias	  to	  “train”	  
flux-‐redshia	  rela9on.	  



Basics	  of	  photo-‐z’s	  

Photo-‐zs	  are	  oaen	  not	  very	  good.	  
Three	  steps	  before	  gemng	  to	  the	  
cosmology:	  
	  

•  Get	  photo-‐zs;	  
	  

•  Es7mate	  photo-‐z	  errors	  and	  
cull	  outliers;	  

	  

•  Calibrate	  error	  distribu7on,	  
e.g.	  P(zs|zp).	  



Basics	  of	  photo-‐z’s	  

Photo-‐zs	  are	  oaen	  not	  very	  good.	  
Three	  steps	  before	  gemng	  to	  the	  
cosmology:	  
	  

•  Get	  photo-‐zs;	  spectra	  
recommended	  

	  

•  Es7mate	  photo-‐z	  errors	  and	  
cull	  outliers;	  spectra	  
recommended	  

	  

•  Calibrate	  error	  distribu7on,	  
e.g.	  P(zs|zp).	  spectra	  required	  



Need	  spectra,	  so	  what? 	  	  

Good	  spectroscopic	  samples	  are	  hard	  to	  come	  by.	  Issues	  
•  Selec7on	  in	  observables:	  typically	  have	  many	  more	  bright	  

samples	  than	  faint	  samples.	  
•  Selec7on	  in	  non-‐observables:	  sample	  selected	  for	  a	  different	  

purpose	  with	  different	  bands	  (e.g.	  DEEP2	  survey).	  
•  Shot-‐noise:	  samples	  are	  small.	  
•  Sample	  variance:	  surveys	  are	  pencil-‐beam.	  
•  Spectroscopic	  failures:	  	  

–  Can’t	  get	  spectra	  for	  certain	  galaxies.	  
–  Wrong	  spectroscopic	  redshias.	  
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Good	  spectroscopic	  samples	  are	  hard	  to	  come	  by.	  Solu7ons	  
•  Selec7on	  in	  observables:	  e.g.	  Weights	  (Lima,	  Cunha	  et	  al	  2008)	  
•  Selec7on	  in	  non-‐observables:	  Don’t	  do	  it.	  (Cunha	  et	  al	  2009)	  	  
•  Shot-‐noise:	  need	  many	  galaxies	  
•  Sample	  variance:	  need	  lots	  of	  area.	  
•  Spectroscopic	  failures:	  	  

–  Can’t	  get	  spectra	  for	  certain	  galaxies.	  
–  Wrong	  spectroscopic	  redshi.s.	  

Cunha	  et	  al.	  2012a	  

Cunha	  et	  al.	  2012b	  	  
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Figure 1. Normalized spectroscopic redshift distribution for the
full data. The red (light gray) error bars show the 1-σ variability
in the redshift distribution for contiguous 1 deg2 angular patches.
The blue (dark gray) error bars show the variability in the redshift
distribution assuming random samples of with the same mean
number of objects as the 1 deg2 patches. We assume that only a
25% random subsample of each patch is targeted for spectroscopy,
yielding about 1.2× 104 galaxies per patch on average.

= δCtrain
β − δCphot

β (17)

where the second line trivially follows given that the true,
underlying power spectra are the same for the training and
photometric galaxies. All of the shear power spectra biases
δC can straightforwardly be evaluated from Eq. (11) by us-
ing the contamination coefficients for the training and pho-
tometric fields, respectively. Therefore, the effective error in
the power spectra is equal to the difference in the biases of
the training set spectra (our estimates of the biases in the
observable quantities) and the photometric set spectra (the
actual biases in the observables).

5 RESULTS

We present our results in this section. In Sec. 5.1 we com-
pare the effects of sample variance on the spectroscopic red-
shifts and the photometric observables, concluding that the
effects on the redshifts are dominant. We then discuss the
impact of sample variance on photo-z training in Sec. 5.2,
finding that the effect on the photo-z scatter statistics is
negligible, but that it does introduce variability in the esti-
mate of the overall redshift distribution. The effect is much
smaller for photo-z methods that use a fitting-function, such
as the NNP, but pronounced for the density-based estima-
tors such as the p(z)w. In Sec. 5.3, we look at the impact of
sample variance in calibration of the photo-z error distribu-
tions, finding that it dominates shot-noise for the scenarios
we simulate. Finally, in Sec. 5.4 we examine the dependence
of our results on the number of tomographic bins used.

5.1 Spectroscopic redshift variance vs. photo-z
variance

Large-scale structure not only correlates the spatial distribu-
tion of galaxies, but also correlates the distribution of galaxy
types, colors, and other properties. For example, if there is

a big galaxy cluster in some patch on the sky, red galax-
ies will be over-represented in that patch. Since red galaxies
typically have better photo-z’s than blue galaxies, this LSS
fluctuation could result in additional bias in photo-z train-
ing and error calibration. Because this extra systematic is
indirectly caused by the existence of large-scale structures,
we refer to it as sample variance of the photo-zs, to differ-
entiate it from sample variance purely in galaxy positions,
hereafter sample variance in the spec-zs.

We use the conditional probabilities P (zp|zs) and
P (zs|zp) to disentangle the two sources of sample variance.
The key point is that P (zs|zp) is sensitive to changes in the
zs distribution, but not in the zp distribution. Conversely,
P (zp|zs) is only sensitive to changes in the zp distribution,
but not in zs (one can be convinced of this point by con-
structing simple toy examples).

We estimate the variability of the error distributions
across patches by the standard deviation about the mean.
For P (zp|zs) we define

σ(P (zp|zs)) =

��
patches

�
P (zp|zs)− P (zp|zs)

�2

Npatches
(18)

where P (zp|zs) is the mean ’leakage’ across the patches. We
equivalently define the quantity σ(P (zs|zp)). We are inter-
ested in the increase in variability relative to the case of a
random subsample.

In the top panel of Fig. 2 we show the ratio of
σ(P (zp|zs)) calculated for the 0.25 deg2 LSS patches and the
corresponding 0.25 deg2 random-equivalent patches. In the
bottom panel of the same figure, we show the correspond-
ing ratio for σ(P (zs|zp)). We perform this test using the
template photo-zs so as to isolate the importance of sample
variance on the calibration of the error matrices. Comparing
the two plots, we see that sample variance of the photo-z’s
does not increase appreciably between the random and the
LSS patches, i.e. the ratios in each pixel are very close to
unity. The sample variance of the spec-zs, on the other hand,
shows marked increase, as was already apparent from Fig. 1.

5.2 Sample variance in photo-z training

In this section we examine the effects of sample variance in
the training of photo-zs finding that the commonly reported
scatter in the photo-z estimation is affected by the shot noise
but not by sample variance.

Table 1 shows the photo-z scatter of the photometric
sample for the polynomial method as well as the width of
the p(z)ws, averaged over all galaxies and all training iter-
ations. The photo-z scatter is defined as the standard de-
viation (around zero) of the P (zp − zs) distribution. The
average mean width of the p(z)w is defined as the average,
over all training iterations, of the mean 1-σ width of the
p(z)ws of the galaxies in the photometric sample. Compar-
ison of the corresponding ’LSS’ and ’Random’ columns in
the Table shows that large-scale structure does not affect
the photo-z or p(z)w statistics significantly. The training set
size is important, however, as larger training sets have lower
shot noise. For the polynomial photo-z’s, we see a 12% degra-
dation in the scatter between the 6 deg2 and 0.25 deg2 cases.
The p(z)ws are much more sensitive, with a degradation of
63%.

c� 0000 RAS, MNRAS 000, 000–000

N(zspec)	  

For	  typical	  exis9ng	  	  
spectroscopic	  samples,	  
sample	  variance	  is	  significantly	  
larger	  than	  shot	  noise.	  

Cunha,	  Huterer,	  Busha,	  Wechsler	  et	  al,	  
2012a	  	  



Need	  spectra,	  so	  what? 	  	  

Good	  spectroscopic	  samples	  are	  hard	  to	  come	  by.	  Solu7ons	  
•  Selec7on	  in	  observables:	  e.g.	  Weights	  (Lima,	  Cunha	  et	  al	  2008)	  
•  Selec7on	  in	  non-‐observables:	  Don’t	  do	  it.	  (Cunha	  et	  al	  2009)	  	  
•  Shot-‐noise:	  need	  many	  galaxies	  
•  Sample	  variance:	  need	  lots	  of	  area.	  
•  Spectroscopic	  failures:	  	  

–  Can’t	  get	  spectra	  for	  certain	  galaxies.	  
–  Wrong	  spectroscopic	  redshi.s.	  

Cunha	  et	  al.	  2012a	  

Cunha	  et	  al.	  2012b	  	  



Spectroscopic	  failures	  (wrong	  redshi.s) 	  	  

Issues:	  
–  When	  spec-‐z’s	  are	  wrong,	  they’re	  really	  

wrong.	  
–  A	  small	  speck	  of	  wrong	  redshias	  is	  

enough	  to	  mess	  up	  cosmological	  
constraints.	  

	  
Sample	  used	  in	  the	  plot	  has	  98.6%	  correct	  
redshias	  and	  cons9tutes	  60%	  of	  total	  sample	  
(bias	  in	  w:	  O(100%)).	  
	  
Case	  study:	  Simula9ons	  of	  	  
DES	  photometry	  +	  VVDS-‐like	  spec-‐z’s	  
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Angular	  Issues	  



Growth	  of	  structure	  
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Growth	  of	  structure	  

•  Want:	  

•  (Think	  you)	  get:	  	  

•  Actually	  get:	  	  

! =
" ! "
"

! =
N ! N
N

N:	  number	  of	  
galaxies,	  clusters,	  …	  

!obs =
Nobs ! Nobs

N obs

Nobs x( ) ! (1+ c(x))N(x)where	  
Selec9on	  or	  
calibra9on	  errors	  



Sources	  of	  calibra7on	  error	  



Photometric	  calibra7on	  is	  complicated	  
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FIG. 1. Left panel: density distribution of galaxies assumed in this paper, and boundaries of the five redshift bins. We ignore
information at z > 1, thus roughly modeling the difficulties with establishing accurate photometric redshifts at that range (for

the DES). Right panel: Angular power spectra C(ii)
� for five redshift bins [Cross-correlations between the bins, while used in the

analysis, are very small and not important nor shown in the figure.]. For the first and fifth bin we show, at the low multipole
end, the full expression that we use at large scales (see Eq. (B4)) and, at the high-multipole end, the linear power spectrum
for reference. For the first and fifth redshift bin we also show the cosmic variance errors plus shot noise.

the scale factor, ΩM is the matter density relative to
critical, H0 is the Hubble constant, k is the wavenumber,
T (k) is the transfer function, g(a) is the growth suppres-
sion factor, and c is the speed of light5. We assume the
fiducial model with the Gaussian bias b0 = 2 and zero
non-Gaussianity, fNL = 0.

The full set of cosmological parameters that we use is
therefore

pa ∈ {ΩM , w0, wa, n, A, fNL}. (23)

The cosmological constraints can then be computed from
the Fisher matrix

Fab =
�

�,α,β

∂C(α)
�

∂pa
Cov−1

�
C(α)

� , C(β)
�

� ∂C(β)
�

∂pb
, (24)

where α and β stand for all pairs of bin indices (i, j)

with i ≤ j (since C(ji)
� ≡ C(ij)

� ). The observed power
spectrum is equal to the raw power plus shot noise

C(ij)
� = P (ij)

� + δij
1

N sr
i

(25)

where N sr
i is the number of galaxies per steradian in the

tomographic bin i. Moreover, Cov−1 in Eq. (23) is the
inverse of the covariance matrix between the observed
power spectra; assuming observations in the linear (and

5 This formula has higher-order corrections calibrated to N-body
simulations and also derivable from theory, but these are typi-
cally small and not crucial for the present analysis so we ignore
them here.

therefore Gaussian) regime only, the covariance matrix
follows directly from Wick’s theorem:

Cov
�
C(ij)

� , C(kl)
��

�
=

δ���

(2�+ 1) fsky ∆�
(26)

×
�
C(ik)

� C(jl)
� + C(il)

� C(jk)
�

�
.

The minimal error in the i-th cosmological parameter is,
by the Cramér-Rao inequality, σ(pi) �

�
(F−1)ii.

Finally, we would like to estimate the bias in the cos-
mological parameters, δpa, given an arbitrary systematic
error in the power-spectrum, δC�. The bias can be esti-
mated using the Fisher matrix formalism as follows:

δpa =
�

b

F−1
ab

�

�,α,β

δC(α)
� Cov−1

�
C(α)

� , C(β)
�

� ∂C(β)
�

∂pb
.

(27)

B. Biases in the observed power spectra

We would like to fairly compare the biases as a function
of �1, so we choose to adopt coefficients describing the
uncertainties in the calibration field c�1m1 that lead to
a fixed variance in the calibration pattern on the sky
c(n̂) (and corresponding to, as we will shortly see, fixed
variance in the angular variations of the magnitude limits
of the survey). Thus, we have

Var(c(n̂)) =
2�1 + 1

4π
Csys
�1

=
|c�1m1 |2

4π
(no sum) (28)

since Csys
�1

= |c�1m1 |2/(2�1+1) is the angular power spec-
trum of the systematics (and really just the sum of their

Galaxy	  power-‐spectrum	  for	  DES	  

Power	  spectrum	  
decreases	  with	  
increasing	  redshia	  

Error	  bars:	  cosmic	  variance	  



Conclusions 	  	  

	  
•  Calibra9on	  of	  wide	  surveys	  is	  a	  tough	  challenge.	  
•  Requirements	  are	  more	  stringent	  for	  non-‐Gaussianity	  

constraints.	  
•  The	  larger	  scales	  are	  more	  sensi9ve	  to	  the	  calibra9on	  bias.	  
•  Isotropy	  tests	  should	  provide	  important	  cross-‐check.	  
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in the sample selection, which could be due to simplistic
analysis or to intrinsic limitations of the survey design. ]

[CC: Still need to mention:

• spectroscopic vs. photometric

• different issues affect different scales: focal plane
issues affect scales of the size of the field of view.
Stars affect things on scales set by thickness of
Milky Way, ...

• what else?

]
[DH: Worry about intro later.]
’Calibration’ is one of the most frequently used words

associated with systematic errors that need to be con-
trolled in galaxy surveys. This term may refer to a vari-
ety of causes: for example, calibration of a detector im-
plies uncertainties in converting signal from the detector
into apparent magnitude of the galaxy. One can also talk
about calibration of the sky signal, where uncertainties
in the atmospheric extinction affect the inferred magni-
tude of galaxies. Similarly, uncertainties in the Galactic
dust signal affect fluxes measured of extragalactic objects
(e.g. galaxies, or type Ia supernovae).

In this paper we set out to study calibration errors in
the most general way possible. Our goal is to build an
end-to-end pipeline into which we can feed in calibra-
tion errors (or uncertainties) due to an arbitrary cause,
and from which we obtain biases in cosmological param-
eters inferred from measurements of galaxy clustering in
some large-scale structure (LSS) survey. We then turn
the problem around, and estimate how well the calibra-
tion errors need to be controlled in order not to appre-
ciably bias the cosmological parameter estimates.

To keep scope of this paper reasonable, we only con-
sider measurements of galaxy clustering two-point corre-
lation function (i.e. the power spectrum), and leave other
observable quantities – higher-order correlation functions
of galaxies and counts of galaxy clusters, for example –
for future work.

[DH: Complete the story here and mesh with preced-
ing text; this is all intro I think.] A variety of observa-
tional systematic errors can creep up into measurements
of galaxy clustering. For example,

• A given angular location in the sky may appear to
be underdense, while in fact it is obstructed with
an atmosphere. Equivalently, the completeness is
low at this location in the sky. This would clearly
bias the inferred cosmological parameters from the
photometric survey.

• More exotic and related biases are also possible.
For example, BOSS selects against galaxies that
are near stars. This ’missing galaxies near stars’
effect also leads, in principle, to biases.

So photometric surveys are clearly affected. How about
the spectroscopic surveys? ’Targeted’ spectra are based

on photometric catalogs, so again, if the photometric se-
lection is biased, so will be the spectroscopic survey. [Are
there more direct ways in which completeness messes up
spectroscopic surveys?]
[DH: Carlos can improve this motivational section.]

II. FORMALISM: DESCRIBING SPATIALLY

VARYING CALIBRATION

In this section we start by defining calibration errors
and their field c(n̂), and proceed to derive the biased
galaxy fluctuations in terms of this field in multipole
space.

A. Calibration errors: definition and basics

Let true galaxy counts on the sky be denoted by N(n̂),
here n̂ is an arbitrary spatial direction. Let us denote the
sky average with angular brackets; then the true mean
is given by N̄ ≡ �N(n̂)�. These true fluctuations in the
galaxy counts can be expanded as

N(n̂)− N̄(n̂)

N̄(n̂)
=

∞�

�=0

��

m=−�

a�mY�m(n̂) (1)

Consider a survey where a deterministic calibration
c(n̂) error biases galaxy counts. In other words, given
the true galaxy number counts in some direction N(n̂),
the observed number is

Nobs(n̂) = c(n̂)N(n̂) (2)

By saying that the c-field is deterministic, our logic is
that the calibration field is given and fixed (for some tele-
scope, or its location, or its detector, etc). We are given
one realization of this field, and that’s it. We are ask-
ing how much does that realization bias our cosmological
parameter constraints from the survey.
We can expand the calibration field relative to its fidu-

cial value of unity (corresponding to no error)

c(n̂) = 1 +
�

�m

c�mY�m(n̂), (3)

where hereafter we assume that the � and m sums run as
in Eq. (1) above. Notice the statistical properties of the
two fields

�a�m� = 0; �a�ma∗�m� = δmm�δ���C� (4)

�c�m� = c�m; �c�mc∗�m� = |c�m|2 (5)

Just to reiterate, N(n̂) is the Gaussian random, isotropic
field as predicted by inflation, while c(n̂) is a determin-
istic function given bu calibration errors in a survey.

3

B. Galaxy clustering and calibration errors:
general case

In Appendix C we calculate the observed density con-
trast of galaxies. Dropping the angle dependence (n̂) for
clarity, the observed (i.e. biased) mean and density fluc-
tuation are given by

δobs = δ(1− �)
�
1 +

�
c�mY�m

�
+ (1− �)

�
c�mY�m − �

N̄obs ≡ N̄(1 + �) (6)

where

� ≡ 1

N̄

�

�m

c�m�N(n̂)Y�m(n̂)�. (7)

The observed galaxy overdensity field can also be ex-
panded into harmonic basis

δobs(n̂) ≡ t(n̂) =
�

�m

t�mY�m(n̂) (8)

Calculating its multipole moments we get (see again Ap-
pendix C)

t�m = (1− �)

�
a�m + c�m +

�

�1�2m1m2

R�1�2�
m1m2m c�1m1a�2m2

�

−
√
4π� δ�0 δm0 (9)

where the coupling matrix can be written in terms of
Wigner 3j symbols

R�1�2�
m1m2m ≡ (−1)m

�
(2�1 + 1)(2�2 + 1)(2�+ 1)

4π

×
�
�1 �2 �
0 0 0

��
�1 �2 �
m1 m2 −m

�
. (10)

The ensemble average of the multipole moments be-
comes, after some algebra

�t�mt∗��m�� =
1

(1 + �)2






δmm�δ���C�

� �� �
isotropic

+
�
U ���

mm� C�� + (U ���

mm�)∗ C�

�
+

�

�2m2

U �2�
m2m(U �2�

�

m2m�)∗ C�2 + c�mc∗��m�

� �� �
breaks statistical isotropy






. (11)

where we defined

U �2�
m2m ≡

�

�1m1

c�1m1R
�1�2�
m1m2m. (12)

which is a function that depends on the Wigner 3j sym-
bols as well as the completeness coefficients c�m. Equa-
tion (11) is the key result in this paper.

The observed galaxy density field t(n̂) therefore ex-
hibits broken statistical isotropy. In particular, the vari-
ance of t is not rotationally invariant any more (i.e. it
depends on m), and covariance between the different �
modes is not zero any more. Guided by recent obser-
vational measurements of various sources of systematic
error, we can utilize this formula to do two things:

1. Consider the isotropically measured power (i.e.
assuming � = �� and averaging over m = m�) and
estimate how accurately any given systematic,
described by the full set of c�m, needs to be
understood in order not to degrade the accuracy in
measuring the cosmological parameters including
non-Gaussianity.

2. Study how well one can utilize the full power of
LSS measurements – by not assuming statistical

isotropy (i.e. the full ���mm� dependent expres-
sion) – to detect, and potentially correct for, the
systematics.

The second goal is a bit outside of the scope, and here
we further study the completeness below. Note that,
for the isotropically-measured-power case, the expression
Eq.(11) simplifies to

��|t�m�|2� = 1

(1 + �)2

�
δmm�δ���C� + 2

�
U ��
mm

�Re
C�+

+
�

�2m2

��U �2�
m2m

��2 C�2 + |c�m|2
�

(13)

C. Galaxy clustering and calibration errors:
isotropic power case

We usually – essentially always, in fact! – assume that
the field is isotropic, and then we use the data to calculate
the correlation function, power spectrum, etc. Let us
see how the assumed-isotropic angular power spectrum
is biased in terms of an arbitrary contamination field.
Setting � = �� and m = m� in Eq. (11), the expression
simplifies to
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The observed galaxy density field t(n̂) therefore ex-
hibits broken statistical isotropy. In particular, the vari-
ance of t is not rotationally invariant any more (i.e. it
depends on m), and covariance between the different �
modes is not zero any more. Guided by recent obser-
vational measurements of various sources of systematic
error, we can utilize this formula to do two things:

1. Consider the isotropically measured power (i.e.
assuming � = �� and averaging over m = m�) and
estimate how accurately any given systematic,
described by the full set of c�m, needs to be
understood in order not to degrade the accuracy in
measuring the cosmological parameters including
non-Gaussianity.

2. Study how well one can utilize the full power of
LSS measurements – by not assuming statistical

isotropy (i.e. the full ���mm� dependent expres-
sion) – to detect, and potentially correct for, the
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The second goal is a bit outside of the scope, and here
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the field is isotropic, and then we use the data to calculate
the correlation function, power spectrum, etc. Let us
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is biased in terms of an arbitrary contamination field.
Setting � = �� and m = m� in Eq. (11), the expression
simplifies to
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in the sample selection, which could be due to simplistic
analysis or to intrinsic limitations of the survey design. ]

[CC: Still need to mention:

• spectroscopic vs. photometric

• different issues affect different scales: focal plane
issues affect scales of the size of the field of view.
Stars affect things on scales set by thickness of
Milky Way, ...

• what else?

]
[DH: Worry about intro later.]
’Calibration’ is one of the most frequently used words

associated with systematic errors that need to be con-
trolled in galaxy surveys. This term may refer to a vari-
ety of causes: for example, calibration of a detector im-
plies uncertainties in converting signal from the detector
into apparent magnitude of the galaxy. One can also talk
about calibration of the sky signal, where uncertainties
in the atmospheric extinction affect the inferred magni-
tude of galaxies. Similarly, uncertainties in the Galactic
dust signal affect fluxes measured of extragalactic objects
(e.g. galaxies, or type Ia supernovae).

In this paper we set out to study calibration errors in
the most general way possible. Our goal is to build an
end-to-end pipeline into which we can feed in calibra-
tion errors (or uncertainties) due to an arbitrary cause,
and from which we obtain biases in cosmological param-
eters inferred from measurements of galaxy clustering in
some large-scale structure (LSS) survey. We then turn
the problem around, and estimate how well the calibra-
tion errors need to be controlled in order not to appre-
ciably bias the cosmological parameter estimates.

To keep scope of this paper reasonable, we only con-
sider measurements of galaxy clustering two-point corre-
lation function (i.e. the power spectrum), and leave other
observable quantities – higher-order correlation functions
of galaxies and counts of galaxy clusters, for example –
for future work.

[DH: Complete the story here and mesh with preced-
ing text; this is all intro I think.] A variety of observa-
tional systematic errors can creep up into measurements
of galaxy clustering. For example,

• A given angular location in the sky may appear to
be underdense, while in fact it is obstructed with
an atmosphere. Equivalently, the completeness is
low at this location in the sky. This would clearly
bias the inferred cosmological parameters from the
photometric survey.

• More exotic and related biases are also possible.
For example, BOSS selects against galaxies that
are near stars. This ’missing galaxies near stars’
effect also leads, in principle, to biases.

So photometric surveys are clearly affected. How about
the spectroscopic surveys? ’Targeted’ spectra are based

on photometric catalogs, so again, if the photometric se-
lection is biased, so will be the spectroscopic survey. [Are
there more direct ways in which completeness messes up
spectroscopic surveys?]
[DH: Carlos can improve this motivational section.]

II. FORMALISM: DESCRIBING SPATIALLY

VARYING CALIBRATION

In this section we start by defining calibration errors
and their field c(n̂), and proceed to derive the biased
galaxy fluctuations in terms of this field in multipole
space.

A. Calibration errors: definition and basics

Let true galaxy counts on the sky be denoted by N(n̂),
here n̂ is an arbitrary spatial direction. Let us denote the
sky average with angular brackets; then the true mean
is given by N̄ ≡ �N(n̂)�. These true fluctuations in the
galaxy counts can be expanded as

N(n̂)− N̄(n̂)

N̄(n̂)
=

∞�

�=0

��

m=−�

a�mY�m(n̂) (1)

Consider a survey where a deterministic calibration
c(n̂) error biases galaxy counts. In other words, given
the true galaxy number counts in some direction N(n̂),
the observed number is

Nobs(n̂) = c(n̂)N(n̂) (2)

By saying that the c-field is deterministic, our logic is
that the calibration field is given and fixed (for some tele-
scope, or its location, or its detector, etc). We are given
one realization of this field, and that’s it. We are ask-
ing how much does that realization bias our cosmological
parameter constraints from the survey.
We can expand the calibration field relative to its fidu-

cial value of unity (corresponding to no error)

c(n̂) = 1 +
�

�m

c�mY�m(n̂), (3)

where hereafter we assume that the � and m sums run as
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B. Galaxy clustering and calibration errors:
general case

In Appendix C we calculate the observed density con-
trast of galaxies. Dropping the angle dependence (n̂) for
clarity, the observed (i.e. biased) mean and density fluc-
tuation are given by
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where we defined

U �2�
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c�1m1R
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which is a function that depends on the Wigner 3j sym-
bols as well as the completeness coefficients c�m. Equa-
tion (11) is the key result in this paper.

The observed galaxy density field t(n̂) therefore ex-
hibits broken statistical isotropy. In particular, the vari-
ance of t is not rotationally invariant any more (i.e. it
depends on m), and covariance between the different �
modes is not zero any more. Guided by recent obser-
vational measurements of various sources of systematic
error, we can utilize this formula to do two things:

1. Consider the isotropically measured power (i.e.
assuming � = �� and averaging over m = m�) and
estimate how accurately any given systematic,
described by the full set of c�m, needs to be
understood in order not to degrade the accuracy in
measuring the cosmological parameters including
non-Gaussianity.

2. Study how well one can utilize the full power of
LSS measurements – by not assuming statistical

isotropy (i.e. the full ���mm� dependent expres-
sion) – to detect, and potentially correct for, the
systematics.

The second goal is a bit outside of the scope, and here
we further study the completeness below. Note that,
for the isotropically-measured-power case, the expression
Eq.(11) simplifies to
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(13)

C. Galaxy clustering and calibration errors:
isotropic power case

We usually – essentially always, in fact! – assume that
the field is isotropic, and then we use the data to calculate
the correlation function, power spectrum, etc. Let us
see how the assumed-isotropic angular power spectrum
is biased in terms of an arbitrary contamination field.
Setting � = �� and m = m� in Eq. (11), the expression
simplifies to
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Variabilities in the instrument sensitivity and observing
conditions cause an angular variability in the depth of
observations that the survey can achieve through each
filter. Variations in the depth result in angular varia-
tions in the number density and redshift distribution of
objects. In addition, because galaxy spectra are not flat,
and because the sample selection involves more than one
filter, depth variations cause variations in the angular
and redshift distribution of galaxy types.

This variability in the sample selection can, in princi-
ple, be accounted for. This is not always done, however,
and it is common, for example, for correlation analyses
of current data to assume a constant depth for the entire
survey. Indeed, several sources of variability have been
accounted for in the analysis of existing data – see in par-
ticular the pioneering work on the subject in the modern
era of LSS surveys by Scranton et al. [31] (see also Voge-
ley [33]), and the more recent efforts by Ho et al. [17] and
Ross et al. [28]. These authors modeled a wide variety of
systematic errors, some of which qualify as the calibra-
tion errors (e.g. seeing, airmass, calibration offsets). In
particular, the latter two papers identified bright stars as
the major contaminant which adds significant power to
the intrinsic clustering signal at large scales, and they ap-
plied two separate successful techniques to subtract this
systematic contamination.

For the upcoming surveys an even more detailed anal-
ysis will be needed, ideally utilizing a formalism that
is suited to a wide variety of photometric calibration
systematics mentioned above and captures any kind of
calibration-related systematic. One would also like to
provide guidance on how much calibration error, as a
function of scale, can be tolerated in order not to de-
grade the cosmological parameter inferences. Here we
aim to address both of these desiderata.

In this paper we set out to study calibration errors
in the most general way possible. Our goal is to build
an end-to-end pipeline into which we can feed calibra-
tion errors (or uncertainties) due to an arbitrary cause,
and from which we obtain biases in cosmological param-
eters inferred from measurements of galaxy clustering in
some LSS survey. We then turn the problem around, and
estimate how well the calibration errors need to be con-
trolled in order not to appreciably bias the cosmological
parameter estimates.

To keep the scope of this paper reasonable, we only
consider measurements of the galaxy two-point correla-
tion function (i.e. its Fourier transform, the power spec-
trum), and leave other observable quantities – higher-
order correlation functions of galaxies, for example – for
future work. We also do not consider the effect of the
photometric redshift errors which, while very important,
are not expected to change our results in a major way,
so we leave the photo-zs for a future analysis.

The paper is organized as follows. in Sec. II we de-
scribe our formalism of modeling both the true, under-
lying galaxy density field and the systematic errors de-
scribing variations in the photometric calibration. In

Sec. III we present the formalism to derive cosmological
constraints and biases on cosmological parameters. In
Sec. IV we propagate the effects of the systematic errors
to calculate the biases in the cosmological parameters.
We conclude in Sec. V. Important technical details re-
garding various aspects of the computation of the effects
of the photometric variation systematics on the observ-
able quantities are relegated to the three Appendices.

II. FORMALISM: DESCRIBING SPATIALLY
VARYING CALIBRATION

In this section we start by defining calibration errors
and their field c(n̂), and proceed to derive the biased
galaxy fluctuations in terms of this field in multipole
space.

A. Calibration errors: definition and basics

Let true galaxy counts on the sky be denoted by N(n̂),
where n̂ is an arbitrary spatial direction. The survey
mean is given by N̄ ≡ �N(n̂)�sky, where the average here
is taken over the observed sky. These true fluctuations
in the galaxy counts can be expanded into harmonic co-
efficients a�m as

N(n̂)− N̄

N̄
=

∞�

�=0

��

m=−�

a�mY�m(n̂) (1)

Consider a survey where a deterministic calibration er-
ror c(n̂) biases galaxy counts. In other words, given the
true galaxy number counts in some direction N(n̂), the
observed number is

Nobs(n̂) = [1 + c(n̂)]N(n̂), (2)

which implicitly defines the calibration field c(n̂). We can
expand the calibration field relative to its fiducial value
of zero (corresponding to no error)

c(n̂) =

�calib,max�

�1=0

�1�

m1=−�1

c�1m1Y�1m1(n̂), (3)

where hereafter we assume that the calibration error
dominates on large scales, and persists only out to some
maximum multipole �calib,max, corresponding to the min-
imal angular scale of π/�calib,max radians.
The statistical properties of the two galaxy number-

density field, and the calibration-error field are, respec-
tively

�a�m� = 0; �a�ma∗��m�� = δmm�δ���C� (4)

�c�m� = c�m; �c�mc∗��m�� = c�mc∗��m� (5)

Throughout the paper, angular brackets �·� indicate en-
semble averages, that is, averages over different realiza-
tions of the Universe. To reiterate, N(n̂) is the Gaussian
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in the sample selection, which could be due to simplistic
analysis or to intrinsic limitations of the survey design. ]

[CC: Still need to mention:

• spectroscopic vs. photometric

• different issues affect different scales: focal plane
issues affect scales of the size of the field of view.
Stars affect things on scales set by thickness of
Milky Way, ...

• what else?

]
[DH: Worry about intro later.]
’Calibration’ is one of the most frequently used words

associated with systematic errors that need to be con-
trolled in galaxy surveys. This term may refer to a vari-
ety of causes: for example, calibration of a detector im-
plies uncertainties in converting signal from the detector
into apparent magnitude of the galaxy. One can also talk
about calibration of the sky signal, where uncertainties
in the atmospheric extinction affect the inferred magni-
tude of galaxies. Similarly, uncertainties in the Galactic
dust signal affect fluxes measured of extragalactic objects
(e.g. galaxies, or type Ia supernovae).

In this paper we set out to study calibration errors in
the most general way possible. Our goal is to build an
end-to-end pipeline into which we can feed in calibra-
tion errors (or uncertainties) due to an arbitrary cause,
and from which we obtain biases in cosmological param-
eters inferred from measurements of galaxy clustering in
some large-scale structure (LSS) survey. We then turn
the problem around, and estimate how well the calibra-
tion errors need to be controlled in order not to appre-
ciably bias the cosmological parameter estimates.

To keep scope of this paper reasonable, we only con-
sider measurements of galaxy clustering two-point corre-
lation function (i.e. the power spectrum), and leave other
observable quantities – higher-order correlation functions
of galaxies and counts of galaxy clusters, for example –
for future work.

[DH: Complete the story here and mesh with preced-
ing text; this is all intro I think.] A variety of observa-
tional systematic errors can creep up into measurements
of galaxy clustering. For example,

• A given angular location in the sky may appear to
be underdense, while in fact it is obstructed with
an atmosphere. Equivalently, the completeness is
low at this location in the sky. This would clearly
bias the inferred cosmological parameters from the
photometric survey.

• More exotic and related biases are also possible.
For example, BOSS selects against galaxies that
are near stars. This ’missing galaxies near stars’
effect also leads, in principle, to biases.

So photometric surveys are clearly affected. How about
the spectroscopic surveys? ’Targeted’ spectra are based

on photometric catalogs, so again, if the photometric se-
lection is biased, so will be the spectroscopic survey. [Are
there more direct ways in which completeness messes up
spectroscopic surveys?]
[DH: Carlos can improve this motivational section.]

II. FORMALISM: DESCRIBING SPATIALLY

VARYING CALIBRATION

In this section we start by defining calibration errors
and their field c(n̂), and proceed to derive the biased
galaxy fluctuations in terms of this field in multipole
space.

A. Calibration errors: definition and basics

Let true galaxy counts on the sky be denoted by N(n̂),
here n̂ is an arbitrary spatial direction. Let us denote the
sky average with angular brackets; then the true mean
is given by N̄ ≡ �N(n̂)�. These true fluctuations in the
galaxy counts can be expanded as

N(n̂)− N̄(n̂)

N̄(n̂)
=

∞�

�=0

��

m=−�

a�mY�m(n̂) (1)

Consider a survey where a deterministic calibration
c(n̂) error biases galaxy counts. In other words, given
the true galaxy number counts in some direction N(n̂),
the observed number is

Nobs(n̂) = c(n̂)N(n̂) (2)

By saying that the c-field is deterministic, our logic is
that the calibration field is given and fixed (for some tele-
scope, or its location, or its detector, etc). We are given
one realization of this field, and that’s it. We are ask-
ing how much does that realization bias our cosmological
parameter constraints from the survey.
We can expand the calibration field relative to its fidu-

cial value of unity (corresponding to no error)

c(n̂) = 1 +
�

�m

c�mY�m(n̂), (3)

where hereafter we assume that the � and m sums run as
in Eq. (1) above. Notice the statistical properties of the
two fields

�a�m� = 0; �a�ma∗�m� = δmm�δ���C� (4)

�c�m� = c�m; �c�mc∗�m� = |c�m|2 (5)

Just to reiterate, N(n̂) is the Gaussian random, isotropic
field as predicted by inflation, while c(n̂) is a determin-
istic function given bu calibration errors in a survey.
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B. Galaxy clustering and calibration errors:
general case

In Appendix C we calculate the observed density con-
trast of galaxies. Dropping the angle dependence (n̂) for
clarity, the observed (i.e. biased) mean and density fluc-
tuation are given by

δobs = δ(1− �)
�
1 +

�
c�mY�m

�
+ (1− �)

�
c�mY�m − �

N̄obs ≡ N̄(1 + �) (6)

where

� ≡ 1

N̄

�

�m

c�m�N(n̂)Y�m(n̂)�. (7)

The observed galaxy overdensity field can also be ex-
panded into harmonic basis

δobs(n̂) ≡ t(n̂) =
�

�m

t�mY�m(n̂) (8)

Calculating its multipole moments we get (see again Ap-
pendix C)

t�m = (1− �)

�
a�m + c�m +

�

�1�2m1m2

R�1�2�
m1m2m c�1m1a�2m2

�

−
√
4π� δ�0 δm0 (9)

where the coupling matrix can be written in terms of
Wigner 3j symbols

R�1�2�
m1m2m ≡ (−1)m

�
(2�1 + 1)(2�2 + 1)(2�+ 1)

4π

×
�
�1 �2 �
0 0 0

��
�1 �2 �
m1 m2 −m

�
. (10)

The ensemble average of the multipole moments be-
comes, after some algebra

�t�mt∗��m�� =
1

(1 + �)2






δmm�δ���C�

� �� �
isotropic

+
�
U ���

mm� C�� + (U ���

mm�)∗ C�

�
+

�

�2m2

U �2�
m2m(U �2�

�

m2m�)∗ C�2 + c�mc∗��m�

� �� �
breaks statistical isotropy






. (11)

where we defined

U �2�
m2m ≡

�

�1m1

c�1m1R
�1�2�
m1m2m. (12)

which is a function that depends on the Wigner 3j sym-
bols as well as the completeness coefficients c�m. Equa-
tion (11) is the key result in this paper.

The observed galaxy density field t(n̂) therefore ex-
hibits broken statistical isotropy. In particular, the vari-
ance of t is not rotationally invariant any more (i.e. it
depends on m), and covariance between the different �
modes is not zero any more. Guided by recent obser-
vational measurements of various sources of systematic
error, we can utilize this formula to do two things:

1. Consider the isotropically measured power (i.e.
assuming � = �� and averaging over m = m�) and
estimate how accurately any given systematic,
described by the full set of c�m, needs to be
understood in order not to degrade the accuracy in
measuring the cosmological parameters including
non-Gaussianity.

2. Study how well one can utilize the full power of
LSS measurements – by not assuming statistical

isotropy (i.e. the full ���mm� dependent expres-
sion) – to detect, and potentially correct for, the
systematics.

The second goal is a bit outside of the scope, and here
we further study the completeness below. Note that,
for the isotropically-measured-power case, the expression
Eq.(11) simplifies to

��|t�m�|2� = 1

(1 + �)2

�
δmm�δ���C� + 2

�
U ��
mm

�Re
C�+

+
�

�2m2

��U �2�
m2m

��2 C�2 + |c�m|2
�

(13)

C. Galaxy clustering and calibration errors:
isotropic power case

We usually – essentially always, in fact! – assume that
the field is isotropic, and then we use the data to calculate
the correlation function, power spectrum, etc. Let us
see how the assumed-isotropic angular power spectrum
is biased in terms of an arbitrary contamination field.
Setting � = �� and m = m� in Eq. (11), the expression
simplifies to
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Variabilities in the instrument sensitivity and observing
conditions cause an angular variability in the depth of
observations that the survey can achieve through each
filter. Variations in the depth result in angular varia-
tions in the number density and redshift distribution of
objects. In addition, because galaxy spectra are not flat,
and because the sample selection involves more than one
filter, depth variations cause variations in the angular
and redshift distribution of galaxy types.

This variability in the sample selection can, in princi-
ple, be accounted for. This is not always done, however,
and it is common, for example, for correlation analyses
of current data to assume a constant depth for the entire
survey. Indeed, several sources of variability have been
accounted for in the analysis of existing data – see in par-
ticular the pioneering work on the subject in the modern
era of LSS surveys by Scranton et al. [31] (see also Voge-
ley [33]), and the more recent efforts by Ho et al. [17] and
Ross et al. [28]. These authors modeled a wide variety of
systematic errors, some of which qualify as the calibra-
tion errors (e.g. seeing, airmass, calibration offsets). In
particular, the latter two papers identified bright stars as
the major contaminant which adds significant power to
the intrinsic clustering signal at large scales, and they ap-
plied two separate successful techniques to subtract this
systematic contamination.

For the upcoming surveys an even more detailed anal-
ysis will be needed, ideally utilizing a formalism that
is suited to a wide variety of photometric calibration
systematics mentioned above and captures any kind of
calibration-related systematic. One would also like to
provide guidance on how much calibration error, as a
function of scale, can be tolerated in order not to de-
grade the cosmological parameter inferences. Here we
aim to address both of these desiderata.

In this paper we set out to study calibration errors
in the most general way possible. Our goal is to build
an end-to-end pipeline into which we can feed calibra-
tion errors (or uncertainties) due to an arbitrary cause,
and from which we obtain biases in cosmological param-
eters inferred from measurements of galaxy clustering in
some LSS survey. We then turn the problem around, and
estimate how well the calibration errors need to be con-
trolled in order not to appreciably bias the cosmological
parameter estimates.

To keep the scope of this paper reasonable, we only
consider measurements of the galaxy two-point correla-
tion function (i.e. its Fourier transform, the power spec-
trum), and leave other observable quantities – higher-
order correlation functions of galaxies, for example – for
future work. We also do not consider the effect of the
photometric redshift errors which, while very important,
are not expected to change our results in a major way,
so we leave the photo-zs for a future analysis.

The paper is organized as follows. in Sec. II we de-
scribe our formalism of modeling both the true, under-
lying galaxy density field and the systematic errors de-
scribing variations in the photometric calibration. In

Sec. III we present the formalism to derive cosmological
constraints and biases on cosmological parameters. In
Sec. IV we propagate the effects of the systematic errors
to calculate the biases in the cosmological parameters.
We conclude in Sec. V. Important technical details re-
garding various aspects of the computation of the effects
of the photometric variation systematics on the observ-
able quantities are relegated to the three Appendices.

II. FORMALISM: DESCRIBING SPATIALLY
VARYING CALIBRATION

In this section we start by defining calibration errors
and their field c(n̂), and proceed to derive the biased
galaxy fluctuations in terms of this field in multipole
space.

A. Calibration errors: definition and basics

Let true galaxy counts on the sky be denoted by N(n̂),
where n̂ is an arbitrary spatial direction. The survey
mean is given by N̄ ≡ �N(n̂)�sky, where the average here
is taken over the observed sky. These true fluctuations
in the galaxy counts can be expanded into harmonic co-
efficients a�m as

N(n̂)− N̄

N̄
=

∞�

�=0

��

m=−�

a�mY�m(n̂) (1)

Consider a survey where a deterministic calibration er-
ror c(n̂) biases galaxy counts. In other words, given the
true galaxy number counts in some direction N(n̂), the
observed number is

Nobs(n̂) = [1 + c(n̂)]N(n̂), (2)

which implicitly defines the calibration field c(n̂). We can
expand the calibration field relative to its fiducial value
of zero (corresponding to no error)

c(n̂) =

�calib,max�

�1=0

�1�

m1=−�1

c�1m1Y�1m1(n̂), (3)

where hereafter we assume that the calibration error
dominates on large scales, and persists only out to some
maximum multipole �calib,max, corresponding to the min-
imal angular scale of π/�calib,max radians.
The statistical properties of the two galaxy number-

density field, and the calibration-error field are, respec-
tively

�a�m� = 0; �a�ma∗��m�� = δmm�δ���C� (4)

�c�m� = c�m; �c�mc∗��m�� = c�mc∗��m� (5)

Throughout the paper, angular brackets �·� indicate en-
semble averages, that is, averages over different realiza-
tions of the Universe. To reiterate, N(n̂) is the Gaussian
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future work. We also do not consider the effect of the
photometric redshift errors which, while very important,
are not expected to change our results in a major way,
so we leave the photo-zs for a future analysis.

The paper is organized as follows. in Sec. II we de-
scribe our formalism of modeling both the true, under-
lying galaxy density field and the systematic errors de-
scribing variations in the photometric calibration. In

Sec. III we present the formalism to derive cosmological
constraints and biases on cosmological parameters. In
Sec. IV we propagate the effects of the systematic errors
to calculate the biases in the cosmological parameters.
We conclude in Sec. V. Important technical details re-
garding various aspects of the computation of the effects
of the photometric variation systematics on the observ-
able quantities are relegated to the three Appendices.

II. FORMALISM: DESCRIBING SPATIALLY
VARYING CALIBRATION

In this section we start by defining calibration errors
and their field c(n̂), and proceed to derive the biased
galaxy fluctuations in terms of this field in multipole
space.

A. Calibration errors: definition and basics

Let true galaxy counts on the sky be denoted by N(n̂),
where n̂ is an arbitrary spatial direction. The survey
mean is given by N̄ ≡ �N(n̂)�sky, where the average here
is taken over the observed sky. These true fluctuations
in the galaxy counts can be expanded into harmonic co-
efficients a�m as

N(n̂)− N̄

N̄
=

∞�

�=0

��

m=−�

a�mY�m(n̂) (1)

Consider a survey where a deterministic calibration er-
ror c(n̂) biases galaxy counts. In other words, given the
true galaxy number counts in some direction N(n̂), the
observed number is

Nobs(n̂) = [1 + c(n̂)]N(n̂), (2)

which implicitly defines the calibration field c(n̂). We can
expand the calibration field relative to its fiducial value
of zero (corresponding to no error)

c(n̂) =

�calib,max�

�1=0

�1�

m1=−�1

c�1m1Y�1m1(n̂), (3)

where hereafter we assume that the calibration error
dominates on large scales, and persists only out to some
maximum multipole �calib,max, corresponding to the min-
imal angular scale of π/�calib,max radians.
The statistical properties of the two galaxy number-

density field, and the calibration-error field are, respec-
tively

�a�m� = 0; �a�ma∗��m�� = δmm�δ���C� (4)

�c�m� = c�m; �c�mc∗��m�� = c�mc∗��m� (5)

Throughout the paper, angular brackets �·� indicate en-
semble averages, that is, averages over different realiza-
tions of the Universe. To reiterate, N(n̂) is the Gaussian
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FIG. 3. Bias divided by marginalized statistical error in the cosmological parameters for the fixed magnitude root-mean-squared
variation of 0.001 (solid curves) or 0.01 (dashed curves), as a function of multipole at which the systematics are introduced. We
show the bias/error ratio for the non-Gaussianity parameter fNL, constant equation of state of dark energy w, and the square

root of the DETF figure of merit FoM1/2 which serves to gauge any additional dependence brought forth by the temporal
variation in the equation of state wa. To convert the magnitude variation to the δN/N error, we used Eq. (34) and the best-fit
faint-end slope of the luminosity function, s(z), estimated from simulations of [23]; see text for details. The error bars show
dependence on which of the m1-values, for a fixed �1, contains the calibration error; this dependence is small at the largest
scales where the calibration error clearly has the largest effect. As discussed in the text, the monopole �1 = 0 has no effect on
the biases by definition. The dashed horizontal line denotes a fixed bias/error ratio of 0.3, which is approximately the upper
limit of how much effect a systematic error should have on the cosmological parameters without seriously affecting the overall
constraints in a survey.

limit). Suppressing the direction label n̂, we have

δ[log10 N(z,> m)] =
d log10 N(z,> m)

dm

����
mmax

δmmax

≡ s(z)δmmax (31)

wheremmax is the maximal apparent magnitude observed
in that direction in some waveband. It follows that the
systematic bias in the observed fluctuations is

�
δN

N

�

sys

= ln(10)s(z) δmmax. (32)

Often we have information about the selective ex-
tinction EB−V ; the relation to magnitude extinction is
δm ≡ δA = δ[REB−V ] where R is the ratio of total to se-
lective extinction and A is the alternative notation some-
times used for extinction. Assuming that R is known
perfectly7, δm � R δ(EB−V ), and thus (restoring the di-

7 If R is not perfectly known, as is often the case, then the mag-

rection n̂ explicitly)

�
δN

N

�

sys

(n̂) ≡ c(n̂) = ln(10)s(z)δmmax(n̂) (33)

= ln(10)s(z)R δ(EB−V )(n̂). (34)

While s(z) is galaxy-population dependent, we can
still estimate (δN/N)sys to be very roughly of order
δ(EB−V )(n̂), given that s(z) is of order 0.1-1 while R
takes values between about 1 and 5 depending on the
band; see e.g. the appendix of Schlegel et al. [30] and
important updates given in the Table 6 of Schlafly and
Finkbeiner [29].

nitude variation is equal to the variation in the product between
R and EB−V .

Changes	  in	  mlim(θ)	  
imply	  changes	  in	  N
(θ,z)	  
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FIG. 3. Top left: Schlegel et al. [13] SFD extinction map, EB−V (n̂), in Galactic coordinates with the 10 degrees Galactic plane
cut. Top right: corrections to the SFD map from the work of Peek and Graves [10]. Bottom left: angular power spectrum of
the PG10 map extracted by Spice. Bottom right: bias/error ratios for fNL and the square root of the DETF FoM assuming
PG10 map represents the calibration error, as a function of the faint-end slope of the mass function s. Note that the biases
increase very sharply with s, roughly scaling as s2.

the PG10 correction is displayed in the top right panel.
The bottom left panel in Fig. 3 shows the angular

power spectrum extracted using Spice. As explained in
Appendix B, the most reliable way of modeling the cal-
ibration errors was to first extract the power from the
map, then generate a full-sky realization consistent with
that power (using isynfast in HEALPix). We explicitly
verified the intuitive expectation that the results do not
depend much on the realization.

The bottom right of Fig. 3 shows the resulting biases
in fNL and the square root of the dark energy FoM, as a
function of the faint-end slope of the luminosity function
s(z), assuming calibration errors are given by the PG10
corrections2. As mentioned around Eq. (33), the biases
are very sensitive to the s(z), scaling very nearly as s(z)2.
This can be easily understood: in Sec. II C we mentioned
that the bias in the power spectrum is dominated by the
added calibration power ∝ |c�m|2, while while the (real-

2 And that s(z) is constant in redshift.

space) calibration field is linear in s(z) (Eq. 31); hence

δpi ∝ δC� ∝ |c�m|2 ∝ s(z)2 (37)

D. Example II: telescope-specific errors

[CC: Here we consider the case of the expected vari-
ability of the depth of observations of the Dark Energy
Survey. We use a simulated map constructed by Jim An-
nis simulating observations over 525 night of observation
spread over 5-years. The observing conditions on the site
are based on historical atmospheric data of the CTIO site
between 2005 and 2010. The survey tiling strategy uses
multiple massive overlaps to generate as homogeneous as
possible a survey. Each part of the sky is imaged 10 in
each of the five DES filters (grizY) - I think Y is imaged
less times CHECK. For simplicity we only focus on the
i-band. ]
Here we consider simulated calibration errors in the ob-

servations. The errors are due to several sources: varying
thickness of the atmosphere as a function of the observing
angle, [DH: Carlos – finish.]

Schlegel,	  Finkbeiner	  &	  Davis	  
(SFD)	  ex9nc9on	  maps	  

Peek	  &	  Graves	  correc9ons	  
to	  ex9nc9on	  maps	  

0.0	   0.043	  E(B-‐V)	  0.20	  E(B-‐V)	   -‐	  0.011	  

Simple	  test:	  Assume	  Peek	  &	  Graves	  correc9ons	  are	  the	  
calibra9on	  error	  
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FIG. 3. Top left: Schlegel et al. [13] SFD extinction map, EB−V (n̂), in Galactic coordinates with the 10 degrees Galactic plane
cut. Top right: corrections to the SFD map from the work of Peek and Graves [10]. Bottom left: angular power spectrum of
the PG10 map extracted by Spice. Bottom right: bias/error ratios for fNL and the square root of the DETF FoM assuming
PG10 map represents the calibration error, as a function of the faint-end slope of the mass function s. Note that the biases
increase very sharply with s, roughly scaling as s2.

the PG10 correction is displayed in the top right panel.
The bottom left panel in Fig. 3 shows the angular

power spectrum extracted using Spice. As explained in
Appendix B, the most reliable way of modeling the cal-
ibration errors was to first extract the power from the
map, then generate a full-sky realization consistent with
that power (using isynfast in HEALPix). We explicitly
verified the intuitive expectation that the results do not
depend much on the realization.

The bottom right of Fig. 3 shows the resulting biases
in fNL and the square root of the dark energy FoM, as a
function of the faint-end slope of the luminosity function
s(z), assuming calibration errors are given by the PG10
corrections2. As mentioned around Eq. (33), the biases
are very sensitive to the s(z), scaling very nearly as s(z)2.
This can be easily understood: in Sec. II C we mentioned
that the bias in the power spectrum is dominated by the
added calibration power ∝ |c�m|2, while while the (real-

2 And that s(z) is constant in redshift.

space) calibration field is linear in s(z) (Eq. 31); hence

δpi ∝ δC� ∝ |c�m|2 ∝ s(z)2 (37)

D. Example II: telescope-specific errors

[CC: Here we consider the case of the expected vari-
ability of the depth of observations of the Dark Energy
Survey. We use a simulated map constructed by Jim An-
nis simulating observations over 525 night of observation
spread over 5-years. The observing conditions on the site
are based on historical atmospheric data of the CTIO site
between 2005 and 2010. The survey tiling strategy uses
multiple massive overlaps to generate as homogeneous as
possible a survey. Each part of the sky is imaged 10 in
each of the five DES filters (grizY) - I think Y is imaged
less times CHECK. For simplicity we only focus on the
i-band. ]
Here we consider simulated calibration errors in the ob-

servations. The errors are due to several sources: varying
thickness of the atmosphere as a function of the observing
angle, [DH: Carlos – finish.]

Power	  spectrum	  for	  
ex9nc9on	  correc9ons	  

s(z) = d log10 N
dm mlim
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FIG. 3. Top left: Schlegel et al. [13] SFD extinction map, EB−V (n̂), in Galactic coordinates with the 10 degrees Galactic plane
cut. Top right: corrections to the SFD map from the work of Peek and Graves [10]. Bottom left: angular power spectrum of
the PG10 map extracted by Spice. Bottom right: bias/error ratios for fNL and the square root of the DETF FoM assuming
PG10 map represents the calibration error, as a function of the faint-end slope of the mass function s. Note that the biases
increase very sharply with s, roughly scaling as s2.

the PG10 correction is displayed in the top right panel.
The bottom left panel in Fig. 3 shows the angular

power spectrum extracted using Spice. As explained in
Appendix B, the most reliable way of modeling the cal-
ibration errors was to first extract the power from the
map, then generate a full-sky realization consistent with
that power (using isynfast in HEALPix). We explicitly
verified the intuitive expectation that the results do not
depend much on the realization.

The bottom right of Fig. 3 shows the resulting biases
in fNL and the square root of the dark energy FoM, as a
function of the faint-end slope of the luminosity function
s(z), assuming calibration errors are given by the PG10
corrections2. As mentioned around Eq. (33), the biases
are very sensitive to the s(z), scaling very nearly as s(z)2.
This can be easily understood: in Sec. II C we mentioned
that the bias in the power spectrum is dominated by the
added calibration power ∝ |c�m|2, while while the (real-

2 And that s(z) is constant in redshift.

space) calibration field is linear in s(z) (Eq. 31); hence

δpi ∝ δC� ∝ |c�m|2 ∝ s(z)2 (37)

D. Example II: telescope-specific errors

[CC: Here we consider the case of the expected vari-
ability of the depth of observations of the Dark Energy
Survey. We use a simulated map constructed by Jim An-
nis simulating observations over 525 night of observation
spread over 5-years. The observing conditions on the site
are based on historical atmospheric data of the CTIO site
between 2005 and 2010. The survey tiling strategy uses
multiple massive overlaps to generate as homogeneous as
possible a survey. Each part of the sky is imaged 10 in
each of the five DES filters (grizY) - I think Y is imaged
less times CHECK. For simplicity we only focus on the
i-band. ]
Here we consider simulated calibration errors in the ob-

servations. The errors are due to several sources: varying
thickness of the atmosphere as a function of the observing
angle, [DH: Carlos – finish.]
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FIG. 4. Same as Fig. 3, except now the fixed magnitude error of 0.001 is shared equally among all multipoles in the range
1 ≤ �1 ≤ �1,max. This is perhaps a more realistic assumption than the one shown in Fig. 3 where all of the error comes from
a single multipole. The biases now appear larger because the contributions from the largest scales dominate the budget at a
fixed �1,max.

B. Calibration Bias per Multipole

Let us consider biases in our six cosmological param-
eters as a function of bias in a single multipole c�1m1 .
Following the prescription in the previous section, we as-
sume that the variance of the calibration field is fixed and
constant separately at each multipole �1; see Eq. (31).

We now propagate the calibration variation in a given
(�1,m1), separately for 1 ≤ �1 ≤ 20 and −�1 ≤ m1 ≤ �1,
and for magnitude given in the above equations, to the
observed angular power spectra via Eq. (16).

Figure 3 shows the bias divided by the statistical error
in cosmological parameters for the fixed magnitude rms

variation per multipole of �δm2
max�

1/2
sky = 0.01 or 0.001.

We use Eq. (35) to translate this to the calibration-field
variation, and then a modified version of Eq. (31) to cal-
culate the harmonic coefficients c�1m1 that enter the cal-
culation:

cRe,Im
�1m1

=






�
4πVar(c(n̂))/(2�1 + 1) (m = 0)

�
2πVar(c(n̂))/(2�1 + 1) (m �= 0)

(35)

where, relative to Eq. (31), we have an additional term of
(2�1+1)−1/2 to keep the variance in each �1 fixed since we
are now distributing power over all m1-modes. We adopt
the fiducial redshift-dependent faint-end slope of the lu-

minosity function, s(z) ≡ d log10 N(z,> m)/dm|mmax
, of

s(z) = 0.094 + 0.155z + 0.165z2 (36)

estimated from the simulations of [23], assuming a DES i-
band magnitude limit of 24. This functional form roughly
describes the trend that the highest redshifts are most
affected by variations in the survey depth. We emphasize
that this form for s(z) is meant purely for illustration,
as different galaxy samples will have different s(z). We
consider biases in the non-Gaussianity parameter fNL,
the (constant) equation of state of dark energy w, and
the square root of the dark energy figure-of-merit, which
is the inverse area of the 95% contour in the w0-wa plane
[2, 20]. Note that the latter quantity takes into account
the temporal variation of DE, and the square root serves
to compare it fairly to the bias in constant w; the two
quantities, σ(w) and FoM1/2, show very similar behavior
in these results. The error bar at each �1 shows the rms
dispersion of the (2�1+1) values of m1 into which we put
the systematics. So, for example, at �1 = 6 and for either
one of the rms values for the calibration error, the error
bars show the dispersion in the bias/error ratios for 13
different values of m1.
Figure 3 clearly indicates that systematic errors have

the largest impact at largest angular scales assuming a
fixed contribution to the variance from each multipole.
Bias in the non-Gaussianity parameter fNL is larger than
that for the dark energy parameters, which is expected
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FIG. 5. Top left: Schlegel et al. [30] SFD extinction map, EB−V (n̂), in Galactic coordinates with the 10 degrees Galactic plane
cut. Top right: corrections to the SFD map from the work of Peek and Graves [27]. Bottom left: angular power spectrum
of the PG10 map extracted by Polspice and shown without the usual �(� + 1)/(2π) term so that the relative contribution of
different multipoles can be more easily seen. Bottom right: bias/error ratios for fNL and the square root of the DETF FoM
assuming PG10 map represents the calibration error, as a function of the faint-end slope of the luminosity function s. Note that
the biases increase very sharply with s, roughly scaling as s2. The desired bias/error limit (horizontal dashed line) is exceeded
already for s � 0.3 for fNL and s � 0.8 for the dark energy equation of state.

We follow the same procedure as with the dust ex-
ample above, and calculate the power spectrum of the
depth variability map using Polspice; see the bottom
left panel of Fig. 6. The variability of the survey depth
will of course be accounted for in the data analysis – if
it were not, it would lead to large biases in cosmologi-
cal parameter estimates (as we easily verified using our
formalism). The question is, then, to what accuracy do
these variations need to be understood?

We answer that question by plotting, in the bottom
right panel of Fig. 6, the bias in the (square root of the)
DE FoM, and non-Gaussianity parameter fNL, as a func-
tion of the faint-end slope of the luminosity function s(z).
As in the previous example of the corrections to the SFD
dust maps, we find that the biases in the cosmological pa-
rameters are significant, and that they strongly depend
on the faint-end slope of the luminosity function. In fact,
even assuming that only 10% of the variability in the sur-
vey depth is the “calibration error” – the case shown in
the bottom right panel of the Figure – the bias/error

ratios are still large if s(z) � O(1).

V. CONCLUSIONS

In this paper we made a first fully general study of the
effect of the photometric calibration variations on the
measured galaxy clustering angular power spectra. We
derived a general formula for how a calibration variation
with arbitrary spatial dependence affects the measured
galaxy angular power spectrum. We illustrated the re-
sults assuming the standard set of cosmological param-
eters (including fNL), DES-type dataset with five tomo-
graphic bins out to zmax = 1, and two specific examples
of real-world photometric calibrations. We now summa-
rize our findings.
Photometric variations modulate the observed angu-

lar distribution of galaxy counts according to Eq. (2).
This modulation translates into additive and multiplica-
tive changes to the observed density fluctuation field, cf.

From	  COSMOS	  sims,	  
at	  i=24:	  
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FIG. 6. Top panel: i-band magnitude limits estimated for the upcoming observations of the Dark Energy Camera at CTIO
as a function of angular position. The pattern of variations in the magnitude limits are set by the variations in the observing
conditions and the survey tiling strategy over the five years of the survey. Bottom left: angular power spectrum of the magnitude
limi map, extracted using Polspice and shown without the usual �(�+1)/(2π) term so that the relative contribution of different
multipoles can be more easily seen. Bottom right: biases in the cosmological parameters vs. the faint-end slope of the luminosity
function s(z) assuming calibration error maps is consistent with a fixed fraction of 10% of amplitude (or 1% of power) of the
magnitude-limit map shown in the top (bottom left) panel. The desired bias/error limit (horizontal dashed line) is exceeded
for s(z) � 1.

Eqs. (6) and (??), which in turn generate additive and
multiplicative changes to the observed power spectrum.

As shown in Eq. (13), photometric variations across
the survey masquerade as apparent violations of statisti-
cal isotropy. Hence, explicit tests of statistical isotropy
could provide a useful way to identify unaccounted-for
variations in the photometry. In this paper, we focused
on the effects in the angle-averaged power-spectrum, cf.
Eq. (16). We found that large-angle modulations of
power (dipole, quadrupole, etc), are particularly dam-
aging to cosmological analysis. We demonstrate this ex-
plicitly (cf. Eq. (32) and Fig. 2) for the case where the
variance in the photometric calibration error field is con-
centrated in one multipole �1 at a time. Note that the
spatially uniform photometric decrement or increment
across the sky (i.e. the monopole, �1 = 0) is unobservable
since it only affects the mean number of galaxies in the
survey.

Specializing in the angle-averaged power spectrum as
done in Eq. (16), one can explicitly show that largest-
angle fluctuations are dominant (for a fixed induced vari-

ance on the calibration error field c(n̂)); see Fig. 2. More-
over, highest-redshift clustering measurements are most
susceptible to the photometric variations, essentially be-
cause their angular power is the smallest and is therefore
most affected by the photometric variation.

Less obviously, we find that the additive errors (e.g.
term proportional to |c�m|2 in Eq. (16)) are typically
dominant over the multiplicative biases (terms propor-
tional to the coefficients U) for all redshift bins and at
large angular scales. The reason is simple: because they
couple different multipoles, multiplicative terms are sup-
pressed relative to the additive ones by the fiducial an-
gular power spectrum C� factor; see the term with C�2 in
Eq. (16). Since C� � 1 even at low-z (and all �), the ad-
ditive terms dominate the error budget if all � modes are
used in the analysis. However, at slightly smaller angular
scales (� � 10) the multiplicative error terms dominate
the error budget and can significantly bias the cosmolog-
ical constraints, as discussed in Sec. IV. Therefore, it is
important to include both multiplicative and additive as-
pects of the calibration error to accurately model biases



Observa7onal	  issues	  for	  fnl	  measurement	  

•  Ar9ficial	  correla9ons	  can	  mimic	  fnl.	  For	  	  	  	  	  	  	  	  	  	  ,	  separa9ons	  
>100	  Mpc	  (several	  degrees)	  are	  crucial.	  

•  Ar9ficial	  correla9ons	  can	  be	  due	  to:	  
–  photometric	  calibra9on	  
–  photometric	  redshias	  
–  star/galaxy	  separa9on	  	  	  

	  
	  
•  Clusters	  have	  own	  selec9on	  issues	  

f local
NL

! 

b(k) = bG + fNL
const
k 2

Because	  of	  1/k2	  scale	  
dependence	  of	  bias	  

More	  relevant	  
for	  galaxies	  
than	  clusters	  



•  Study	  Dark	  Energy	  using	  	  
	  	  	  	  4	  complementary	  techniques:	  
	  	  	  	  	  	  	  	  I.	  Cluster	  Counts	  
	  	  	  	  	  	  II.	  Weak	  Lensing	  
	  	  	  	  	  	  III.	  Baryon	  Acous9c	  Oscilla9ons	  
	  	  	  	  	  	  IV.	  Supernovae	  
	  

•	  	  	  	  Two	  mul9band	  surveys:	  
	  	  	  	  	  	  	  	  	  Main:	  5000	  deg2	  ≈	  5	  (h-‐1Gpc)3	  

	  	   	  	   	  300	  million	  galaxies	  
	  	   	  g,	  r,	  i,	  z,	  Y	  to	  24th	  mag	  

	  	  	  	  	  	  	  SNe:	  15	  deg2	  repeat	  
	  

•	  	  	  	  Build	  new	  3	  deg2	  FoV	  camera	  	  
	  	  	  	  	  	  	  and	  Data	  management	  sytem	  in	  Blanco	  

4-‐m	  telescope	  
	  	  	  	  	  	  Survey	  2012-‐2017	  (525	  nights)	  
	  	  	  	  	  	  Camera	  available	  for	  community	  use	  

the	  rest	  of	  the	  9me	  (70%)	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  

Blanco 4-meter at CTIO 
www.darkenergysurvey.org	  

The	  Dark	  Energy	  Survey	  



Sample	  variance	  in	  photo-‐zs	  and	  zspecs 	  	  

1	   1	   2	  

1	   6	   1	  

2	   1	   1	  

Example:	  	  

Distribu7on	  of	  galaxies	  in	  
photometric	  sample:	  	  

zspec	  	  

zphot	  	  

1	   1	   4	  

1	   6	   2	  

2	   1	   2	  

zspec	  	  

zphot	  	  

Distribu7on	  of	  galaxies	  in	  
calibra7on	  sample:	  	  

LSS	  fluctua7on!!!	  



Sample	  variance	  in	  photo-‐zs	  and	  zspecs 	  	  

1	   1	   2	  

1	   6	   1	  

2	   1	   1	  

photometric	  
sample:	  	  

Rows:	  
zspec	  	  

Colums:	  
zphot	  	  

calibra7on	  
sample:	  	  

0.25	   .125	   0.50	  

0.25	   0.75	   0.25	  

0.50	   .125	   0.25	  

0.25	   0.25	   0.50	  

.125	   0.75	   .125	  

0.50	   0.25	   0.25	  

1	   1	   4	  

1	   6	   2	  

2	   1	   2	  

.167	   .167	   .667	  

.111	   .667	   .222	  

0.4	   0.2	   0.4	  

P(zp|zs)	  	  

P(zs|zp)	  	  

0.25	   .125	   0.50	  

0.25	   0.75	   0.25	  

0.50	   .125	   0.25	  
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1	   1	   2	  

1	   6	   1	  
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photometric	  
sample:	  	  

Rows:	  
zspec	  	  

Colums:	  
zphot	  	  

calibra7on	  
sample:	  	  

0.25	   .125	   0.50	  

0.25	   0.75	   0.25	  

0.50	   .125	   0.25	  

0.25	   0.25	   0.50	  

.125	   0.75	   .125	  

0.50	   0.25	   0.25	  

1	   1	   4	  

1	   6	   2	  

2	   1	   2	  

.167	   .167	   .667	  

.111	   .667	   .222	  

0.4	   0.2	   0.4	  

P(zp|zs)	  	  

P(zs|zp)	  	  

0.25	   .125	   0.50	  

0.25	   0.75	   0.25	  

0.50	   .125	   0.25	  

Conclusion:	  	  
	  
P(zs|zp)	  is	  sensi9ve	  to	  zspec	  fluctua9ons,	  but	  P(zp|zs)	  
is	  not.	  Conversely,	  only	  P(zp|zs)	  is	  sensi9ve	  to	  zphot	  
fluctua9ons.	  
	  	  	  
	  	  


